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The Elusive X-Factor: A Critique of J. M. Kaplan’s 
Model of Race and IQ 
 
Marc Dalliard1 
 
Abstract   Jonathan Michael Kaplan recently published a challenge to the 
hereditarian account of the IQ gap between whites and blacks in the United 
States (Kaplan, 2014). He argues that racism and “racialized environments” 
constitute race-specific “X-factors” that could plausibly cause the gap, using 
simulations to support this contention. I show that Kaplan’s model suffers 
from vagueness and implausibilities that render it an unpromising approach 
to explaining the gap, while his simulations are misspecified and provide no 
support for his model. I describe the proper methodology for testing for X-
factors, and conclude that Kaplan’s X-factors would almost certainly already 
have been discovered if they did in fact exist. I also argue that the 
hereditarian position is well-supported, and, importantly, is amenable to a 
definitive empirical test.  
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1. Introduction 
 
The hereditarian model (henceforth, HM) of the IQ gap between whites and 
blacks in the United States holds that the gap is mainly caused by genetic 
differences between the two races (Jensen, 1998; Rushton & Jensen, 2005). 
Kaplan (2014) challenges this view, arguing that racism and “racialized 
environments” are “X-factors” that can explain the gap. He presents 
simulations in support of this argument. He also claims that given the 
present state of science, there is no conceivable way to test HM. 
 I will show that Kaplan’s attack on HM is not convincing. My argument 
consists of four parts. First, I will show that Kaplan’s suggested explanation 
of the black-white gap is theoretically too vague and underdeveloped to be 
regarded as a serious model. Second, I will show that even if Kaplan’s model 
were to be considered as plausible, his simulations do not provide any 
support for it, or any evidence against HM. This is due to the fact that Kaplan 
ignores basic psychometric principles and most of the facts pertinent to any 
explanation of the gap. I will describe the proper method that could be used 
to search for X-factors. Third, I will argue that Kaplan’s model predicts that 
there are large racial differences in various non-cognitive traits, whereas 
such differences do not in fact exist. Lastly, I will show that, contra Kaplan, 
HM is a fully testable scientific model.  
 Before describing and dissecting Kaplan’s arguments, I will discuss the 
theoretical and conceptual background of the dispute. 
 
2. Background 
 
Arthur Jensen (1998, pp. 447–458; see also Sesardic, 2005, pp. 138–142) 
noted that there are two different models of environmental causation that 
could, in principle, explain the observed white-black IQ gap of about one 
standard deviation (15 IQ points): 
 

1) According to the “variable environments” or VE model, all 
environmental factors influencing IQ are common to the black and 
white populations, but vary so that some factors are more frequent 
and others less frequent in one race versus the other. There are 
thus no factors unique to either race, but the black IQ disadvantage 
is caused by their having been exposed to more negative factors 
and/or fewer positive ones. The black distribution of 
environmental effects is shifted into the negative direction, with the 
average black growing up in a “cognitive environment” similar to 
that experienced only by disadvantaged whites. 
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2) The X-factor model is based on the idea that there are race-specific 

environmental factors that affect only one race. This is typically 
conceptualized as there being cognitively detrimental factors that 
affect all blacks and no whites. Thus the black IQ mean is lower 
than the white one because American society singles out all blacks 
for very specific IQ-sapping experiences. Jensen gave the name X-
factor to the unknown non-genetic variable (or set of variables) 
that would affect the IQs of blacks but not whites. 

 
If the VE model were true, it would mean that the environmental 
circumstances of the average black must be similar to those of the most 
deprived few percent of whites. The logic behind this calculation is the 
following. IQ has a high heritability within populations, perhaps as much as 
80 percent in adults. If we assume that the genetic component does not 
cause racial differences, then the black-white gap must be entirely due to the 
environmental component, which accounts for as little as 20 percent of IQ 
variation. Environmental influences on IQ can be thought of as a 
unidimensional scale along which black and white individuals are 
distributed. Given that the total environmental effect on a given individual’s 
IQ can be conceptualized as the sum of a number of more or less 
independent negative and positive factors, the distributions of the total 
environmental effects must be roughly normal. If the environmental 
influence on IQ variation is only 20 percent, then, for the VE model to hold, 
the mean of the distribution of environmental effects for blacks would have 
to be about 2.2 standard deviations lower than the mean for whites on the 
same scale of total environmental effects.2 This would entail that the average 
black is exposed to a worse cognitive environment than about 99 percent of 
whites. Even if we assume that heritability is lower, say, 50 percent, the 
cognitive environment of the average black must be worse than that of 
about 92 percent of whites. 
 However, when black-white differences in the environmental factors that 
have traditionally been thought of as causes of the IQ gap have been 
investigated, it has been found that the differences are much too small to 
explain the gap. For example, differences in parental socioeconomic status 
can account for about one third of the gap (Herrnstein & Murray, 1994, p. 
286), while according to Card & Rothstein (2007) residential segregation 
                                                        
2 This is because the correlation between IQ and total environmental effects is equal to 
√0.20 ≈ 0.45, indicating that an environmental change of 1/0.45 ≈ 2.2 standard deviations 
is required to effect a phenotypic IQ change of one standard deviation, or 15 IQ points. See 
Jensen (1998, pp. 447–456) for a detailed discussion of this argument. 
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can explain about 25 percent of the SAT score gap (which is similar in size to 
the IQ gap). Similarly, Currie (2005) estimated that racial differences in 
health conditions explain at most 25 percent of the IQ gap in children.3 
Phillips et al. (1998) found that even after controlling for more than 30 
variables related the economic, educational, cognitive, emotional, and health 
characteristics of parents and grandparents, about a third of the verbal IQ 
gap in children remained unexplained. The reason why it is very difficult to 
account for the gap in terms of environmental differences is that, firstly, they 
are usually not that strongly associated with IQ, and that, secondly, white 
and black distributions on those environmental variables overlap much 
more than what is expected on the basis of the VE model. 
 However, the problems of the VE model go much deeper. Eric Turkheimer 
has crystallized the results of many decades of behavioral genetic research 
into three “laws” (Turkheimer, 2000). They represent empirical 
generalizations of the causes of human behavioral differences. The first law 
states that all behavioral traits are heritable, while according to the second 
law familial resemblance in behavioral traits is mainly due to shared genetic 
rather than shared environmental influences. The third law states that the 
non-shared or within-family environment is an important source of 
behavioral differences. These laws apply to IQ, too, particularly after 
childhood as the heritability of IQ increases and shared environmental 
influences subside.4  
 It is important to understand that it follows from Turkheimer’s laws that 
proposed environmental effects on IQ are also expected to be confounded by 
genetic influences. Accordingly, behavioral genetic research indicates that 
“environmental” factors, such as measures of family environment, child 
rearing style, and peer relations, are under substantial genetic control 
(Plomin et al., 1994; Rowe et al., 1998; Kendler & Baker, 2007; Vinkhuyzen 
et al., 2010). Environments are not randomly distributed across the 
population, and an individual’s likelihood of encountering a specific 
environment may depend, in part, on his or her genotype or that of his or 
her parents, giving rise to spurious relationships between environmental 
factors and individual traits. “Partialing out” the influence of an 
“environmental” factor therefore typically also removes some of the genetic 

                                                        
3 This estimate is based on the unrealistic assumption that health problems are distributed 
independently of one another. Accounting for correlations between health problems 
would attenuate the explained variance. 
4 Kaplan claims that the leading behavioral geneticist Robert Plomin has argued in his 
recent publications, such as Trzaskowski et al. (2013a), that the heritability of IQ is only in 
the range of 40–60 percent. In fact, Plomin has written that heritability in adults may be 
80 percent, but that it is lower in children and adolescents (Plomin & Spinath, 2004). 
Trzaskowski et al. (2013a) analyzed a sample of 12-year-olds. 
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differences between individuals. Notably, the association between children’s 
IQ and parental socioeconomic status appears to be mostly due to the 
influence of the same genes on both variables (Trzaskowski et al., 2014). 
Therefore, the reported correlations between IQ and environmental factors 
purporting to explain (some of) the IQ gap are, at best, overestimates of the 
true causal effects. Moreover, it is clear that the shared family environment 
is not a major cause of IQ differences within races, whereas the proposed 
environmental causes of the gap are generally shared between family 
members. Environmental influences on IQ are overwhelmingly non-shared 
(i.e., non-familial) in character, and few of them have been identified 
(Turkheimer & Waldron, 2000). Much of the “missing” non-shared influence 
on IQ may be developmental noise (Kan et al., 2010) that affects both races 
more or less equally, and therefore cannot contribute to the gap.  
 Simply put, it is not possible to explain the black-white IQ gap in terms of 
specific environmental differences because behavioral genetic studies 
indicate that very little of the IQ variation within races can be attributed to 
any identifiable environmental causes. While blacks grow up in 
environments that are in many respects inferior to those of whites, on the 
average, the distributions of environmental effects on IQ cannot be shown to 
greatly differ between races, which means that there is no credible evidence 
in favor of the VE model. 
 If there were an IQ-sapping environmental factor that harms all blacks 
but leaves whites intact, it could potentially explain the IQ gap even if VE-
type factors cannot do so. The problem is, as Jensen pointed out, that it is 
difficult to come up with plausible candidates for such an X-factor. Any 
environmental influence on black IQ that one might think of would affect 
many whites, too. Significantly, the black IQ disadvantage is found across all 
regions, social classes, and generations; wherever one looks, blacks appear 
to suffer from a similarly sized IQ deficiency compared to white peers. This 
means that the putative X-factor must have very little variance, inflicting an 
almost constant 15 IQ point deficit on virtually all blacks. One might think 
that racism against blacks would be a perfect candidate for an X-factor, but a 
moment’s reflection suggests that that racism much more closely resembles 
a VE-factor. More than thirty years ago, James Flynn articulated the 
inadequacy of racism as an X-factor in this way: 
 

“Racism is not some magic force that operates without a chain of 
causality. Racism harms people because of its effects and when we list 
those effects, lack of confidence, low self-image, emasculation of the male, 
the welfare mother home, poverty, it seems absurd to claim that any one 
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of them does not vary significantly within both black and  white America.” 
(Flynn, 1980, p. 60) 

 
The conceptual implausibility of the X-factor model and the empirical 
inadequacy of the VE model lend credence to the hereditarian explanation. 
 
3. Kaplan’s model 
 
Kaplan rejects the argument that racism is not a promising X-factor. He 
thinks that the effects of racism on black IQ are not exhausted by the fact 
that racism may cause poverty, low self-esteem, or other VE-type effects. 
Instead, he suggests that the everyday experiences of just about all blacks, 
while superficially similar to those of many whites, are in fact infused by 
racism and are therefore qualitatively different in ways that affect IQ. He 
gives the following specific examples of the potential influence of racism or 
“racialized environments” on IQ: 
 

1) Black criminals are overrepresented in television news, which 
means that the experience of black and white children viewing the 
same tv programming is different. 

 
2) Blacks are more likely than whites to be stopped by the police for 

questioning. 
 

3) Blacks who go into retail establishments are more likely to be 
suspected of theft or treated rudely by clerks. 

 
4) Blacks face discrimination in the labor market. 

 
5) Landlords, real estate agents, and other “gatekeepers” discriminate 

against blacks to keep them out of certain neighborhoods. 
 
Kaplan suggests that such racialized environmental X-factors are prevalent 
in America, and that there are large numbers of them. He agrees that it is not 
plausible that their effect would be exactly the same on all blacks, but argues 
that if it is assumed that there are a number of uncorrelated X-factors, each 
with at most moderate variability, they would be very difficult to detect in a 
statistical analysis of test scores. He suggests that different classes of blacks 
are affected by different X-factors, but that all are affected to the same 
degree, causing a similarly sized IQ deficit in them regardless of class 
background and other VE-type circumstances. According to this model, the 
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racism encountered by, for example, “young Black men in poor urban 
centers” is different in its outward character but not in its IQ-sapping effects 
from that encountered by “young Black women attending an elite 
university.” Kaplan’s model is depicted in Figure 1. 
 

 
  
Figure 1. Kaplan’s X-factor model. Various environmental X-factors negatively influence 
observed black IQs, but have no influence on observed white IQs. 
 
3.1. How racist is America? 
 
While Kaplan appears to view the above list as clear-cut evidence of the 
pervasive influence of racism in American society, a closer look reveals that 
the evidence is ambiguous at best. The racial disparities discussed by Kaplan 
cannot be used as proof of racial bias or animus unless blacks are treated 
differently from non-blacks who behave the same way, and he offers no 
evidence that this is the case. I will next show how these examples of 
“racialized environments” can be plausibly interpreted in alternative, non-
racial terms. 
 
3.1.1. Crime facts versus crime fiction 
 
Black criminals are generally overrepresented in television news coverage 
in relation to the black share of the population as a whole. However, there is 
little evidence of their being overrepresented in relation to the black share 
of the perpetrators of crime (Gilliam et al., 1996; Dixon & Linz, 2000; 
Chiricos & Eschholz, 2002). The fact that black offenders are 
disproportionately portrayed in crime news can be regarded simply as a 
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reflection of the great overrepresentation of black individuals in the ranks of 
criminals.  
 A better test of racial bias in television—and also more pertinent to 
Kaplan’s concerns about children’s television viewing—is the portrayal of 
race in fictional crime shows. Unlike news programs, such shows are not 
constrained by verisimilitude, which means that gross racial biases in the 
portrayal of crime are possible. However, studies have consistently found 
that compared to real-life crime statistics, blacks are underrepresented 
among criminal offenders in crime dramas, while whites are greatly 
overrepresented (Potter et al., 1995; Eschholz, 2002; Eschholz et al., 2004; 
Deutsch & Cavendar, 2008; Case, 2013). For example, 75 percent of the 
violent offenders and suspects in the 2000–01 season of Law & Order were 
white, whereas in the late 1990s only 13 percent of real-life violent crime 
suspects were white in New York City where the show was set. For black 
offenders and suspects, the proportions were 14 percent in the fictional 
world of Law & Order versus 51 percent in real life. (Eschholz et al., 2004, 
Table 1.) 
 
3.1.2. Race and policing 
 
Coviello & Persico (2013) found that while the New York City Police 
Department’s “stop-and-frisk” program led to blacks being stopped much 
more often than whites, the stops of whites were somewhat less 
“productive” in terms of arrests, which could be interpreted as evidence of a 
police bias against whites. To take another example, Worden et al. (2012) 
investigated vehicular stops made by the police in Syracuse, New York, over 
a period of four years, and found that African Americans were not more 
likely to be stopped during daylight than after dark when the police suffer an 
impaired ability to detect motorists’ race. This suggests that the greater 
propensity of black motorists to be stopped was not due to racial bias.  
 From these examples it is clear that racial disparities in encounters with 
the police do not constitute prima facie evidence of racial bias. Even if the 
police never relied on the (generally reasonably accurate) racial stereotypes 
about criminal offending, racial disparities in police scrutiny would arise 
because blacks are more likely than whites to engage in suspicious and 
illegal activities. The same inevitably applies to private security guards 
singling out seemingly disproportionate numbers of blacks for scrutiny. 
More generally, the observed black-white differences in crime rates are 
predictable from black-white differences in IQ and aggressiveness (Beaver 
et al., 2013), and victim surveys indicate that the high arrest and conviction 
rates of blacks reflect their genuinely high rates of offending (New Century 
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Foundation, 2005). The common belief that a racially biased criminal justice 
system underlies the high black crime rate is difficult to reconcile with these 
findings. 
 
3.1.3. Labor market discrimination 
 
Racial discrimination in the labor market is another area where Kaplan 
jumps to unsupported conclusions. He cites experimental audit studies 
where employers were found to prefer white job applicants to black ones 
with identical qualifications, arguing that this proves racial discrimination to 
be pervasive. However, Heckman (1998) has identified many severe 
limitations in this research. First, the experimental designs of such studies 
are based on dubious and untestable assumptions. Second, even if the 
experiments do identify genuine discrimination, the typical study reports 
only small differences between races, explaining very little of the existing 
racial disparities in the labor market. Third, the effect of racial 
discrimination on labor market outcomes is ultimately not determined by 
discriminatory employers but by those that actually employ blacks.  
 In a typical audit study, white and black “auditors” with matching 
(fictitious) credentials apply to low-skill, entry level positions, with the 
consequence that the studies have very poor ecological validity with respect 
to the labor market as a whole. The auditors sometimes exist only on paper, 
but experiments where actual persons are sent to job interviews are neither 
randomized (race cannot be assigned to individuals) nor double-blind (the 
auditors know the purpose of the study), which compromises any attempt to 
make causal inferences. The auditors can never be matched on all the 
variables that different employers may find important. It is often quite 
reasonable to regard white applicants as more qualified than ostensibly 
similar blacks. For example, the average IQ gap between black and white 
applicants to low-complexity jobs is 0.86 standard deviations, favoring 
whites (Roth et al., 2001), something that audit studies do not adjust for. 
Such racial differences may assume a greater-than-usual importance in the 
decision-making of the audited employers because many other 
characteristics that normally show racial differences in the applicant 
population have been experimentally equalized. In recruitment to 
cognitively more complex occupations, a rational employer would similarly 
expect a white graduate from a selective college to be smarter and more 
diligent than a black graduate from a similarly prestigious school, given the 
widespread use of racial preferences in college admissions.5  
                                                        
5 Espenshade & Radford (2009, p. 92) found that, after controlling for a host of other 
variables (e.g., high school grade point average and class rank, National Merit Scholar 
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 A basic problem with many claims of group discrimination in modern, 
free labor markets is that they are based on the assumption that employers 
voluntarily leave money on the table. If the labor of some group were 
systematically undervalued by discriminatory employers, then surely some 
rational employers would step in and make a large profit on the basis of this 
market inefficiency. This would increase the demand on the labor of the 
discriminated-against group, driving up its wages. Widespread and 
significant labor market discrimination can continue only if there are legal 
or social norms that enforce discrimination even at a substantial economic 
cost to employers, but, as discussed below, such norms in today’s America 
encourage or mandate discrimination in favor of blacks. Significantly, the 
measured job performance of black employees is inferior to that of whites 
working in similar occupations (Roth et al., 2003), whereas the 
discrimination thesis predicts the opposite. There is no evidence that the 
labor of black employees is undervalued in today’s America. 
 Racial differences in labor market outcomes are clearly driven by “pre-
market” factors, such as differences in education and IQ. When blacks and 
whites are equated on even a limited set of relevant pre-market factors, 
differences in their labor market outcomes are greatly attenuated or 
eliminated (Johnson & Neal, 1998; Carneiro et al., 2005). Indeed, the black-
white income gap is often reversed after such equating (Johnson & Neal, 
1998; Nyborg & Jensen, 2001; Heckman et al., 2006), which may signal the 
presence of discrimination in favor of blacks. While it is difficult to establish 
whether anti-black discrimination plays any significant role in the labor 
market outcomes of today’s blacks, pro-black discrimination must play such 
a role, considering that it is something that is openly, legally, and widely 
practised in the name of “affirmative action”, “diversity”, and so on. For 
example, more than 60 percent of private sector workplaces in the US had 
affirmative action plans as of 2002 (Kalev et al., 2006), while federal and 
state agencies are bound by numerous rules concerning racial diversity in 
their hiring and contracting (e.g., Office of Federal Contract Compliance 
Programs, 2002). In fact, the disparate impact doctrine entails that many 
employers must in practice discriminate in favor of blacks so as to avoid 
legal repercussions (Wax, 2011). When one recognizes the fact that 
differences in skills and human capital are the primary reason for racial 
disparities in labor market outcomes, while also appreciating the prevalence 
of preferential treatment for blacks, it is apparent that Kaplan’s case for 

                                                        
 
status, athlete and legacy status), the SAT scores of blacks admitted to selective private 
colleges were 310 points (out of 1600) lower than those of admitted whites, on the 
average, corresponding to a gap of about 1.5 standard deviations.  
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employment discrimination as a differentiating factor between whites and 
blacks is not credible. 
 
3.1.4. Housing discrimination 
 
Finally, Kaplan mentions housing discrimination by landlords, real estate 
agents, and others. Even this paradigmatic example of racial discrimination 
turns out to be ambiguous when examined more carefully. While the 
practices mentioned by Kaplan may contribute to residential segregation by 
race, it is not clear that racial animus drives the ostensibly discriminatory 
practices.  
 The reasons why one would want to control who gets to move into a 
neighborhood include such interlinked considerations as preserving 
property values, keeping crime levels down, and maintaining the quality of 
local public schools. In the presence of imperfect information, a rational 
actor interested in preserving a prosperous neighborhood would prefer 
whites to blacks as home buyers and tenants considering that the presence 
of blacks is statistically associated with many or all of the negative indicators 
for neighborhood value. Blacks may therefore end up being 
disproportionately turned down even when there is no racist intent. 
Considering that housing discrimination by race is illegal and thus a risky 
course of action, it is unclear if blacks are truly discriminated in the housing 
market when one compares them to objectively similar whites.  
 To establish that a pair of black and white individuals are really 
comparable in all their relevant characteristics, it is not sufficient to match 
them on just a few variables. A good illustration of this is the fact that black 
and white borrowers with the same credit scores and current incomes are 
not equally creditworthy in terms of the probability of loan default. Blacks 
consistently default more often than whites after adjusting for such factors 
as payment and credit history and income (Ferguson & Peters, 1995; 
Laderman & Reid, 2008; Anacker et al., 2012). When one appreciates the fact 
that the distributions of many important personal characteristics are 
different in the black and white populations, with the means of the black 
distributions located lower than the means of the white distributions, it is 
easy to understand why black individuals are not truly as creditworthy as 
ostensibly similar whites, on the average. For example, as a result of the 
different income distributions of blacks and whites, the expected future 
income of a white individual is higher than that of a black individual who has 
the same income in a particular year (Sanandaji, 2009). Over time, the 
characteristics of individuals tend to regress toward population averages 
which differ between races. 
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 When deciding on who gets to rent or buy in a given neighborhood, it is 
not just the characteristics of a particular individual that may influence the 
decision. The way in which the family members of a prospective renter or 
buyer are perceived may also have an impact. Racial differences in the 
distributions of various psychological traits mean that the relatives of even 
highly accomplished black individuals tend to be inferior in many of their 
personal characteristics when compared to the relatives of seemingly 
similar whites. For example, the average levels of cognitive ability and 
academic achievement of upper-middle class black children do not resemble 
those of white children of the same social class but rather those of lower 
class whites (Herrnstein & Murray, 1994, p. 288; “Why Family Income”, 
2008). 
 The economic, social, and physical decay of many urban areas in the wake 
of swelling black populations and white flight was a defining feature of 
American race relations in the 20th century. Seen against this historical 
background, it is difficult to argue that whites’ (and other non-blacks’) 
concerns about the character of their black neighbors are irrational. 
 
3.2. Disparate treatment or disparate individuals? 
 
The fact that blacks face adversities with disproportionate frequency is 
consistent with the racism explanation, but it is not the only possible 
explanation. Controlling for black-white differences in what can be plausibly 
interpreted as causally prior variables shows that many, if not all, of the 
outcome differences that Kaplan attributes to racism can be parsimoniously 
explained in non-racial terms. The same would in all likelihood apply to any 
further examples of racialized environments that he could come up with. 
After adjusting for relevant covariates, it is in fact not infrequently the case 
that whites rather than blacks appear to be targets of discrimination. 
 Interestingly, while Kaplan thinks that the available research justifies very 
expansive claims about the prevalence and effects of racism in 
contemporary America, he expresses great scepticism about the results of 
human behavioral genetics. He claims that given the non-feasibility of 
experimental manipulations, it is “fiendishly difficult” to make any accurate 
estimates of the influence of genes and environments in humans.6 I think 

                                                        
6 Kaplan also faults behavioral genetic analyses for being “local”, by which he means that 
the validity of the results is “limited to the particular environments, genotypes, and 
distributions actually tested.” This criticism is frequently advanced as if it were a special 
limitation of behavioral genetics, when it is in fact a common feature of all research on 
human subjects. For example, if it were discovered that a particular teaching innovation 
boosts the school achievement of children in California by 10 percent, this environmental 
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Kaplan greatly underestimates the power of behavioral genetic research 
designs. While behavioral genetics is not properly experimental, it relies on 
the convergence of results from different natural experiment paradigms 
(e.g., twin, adoption, and GCTA designs) increasingly applied to many large 
and representative population samples from around the world. This, 
together with the field’s robust basis in both quantitative evolutionary 
theory and the results of non-human breeding studies, enables stronger 
causal inferences than are possible in almost any other area of social or 
behavioral science. In contrast, the research on racial discrimination cited by 
Kaplan relies on simple correlational analyses and single-blind quasi-
experiments suffering from poor ecological validity and omitted variable 
bias. The causal interpretations Kaplan gives to these studies immediately 
crumble under even very simple robustness checks, as detailed in previous 
sections. Nevertheless, Kaplan thinks that not only is it not “fiendishly 
difficult” to make causal inferences about the influence of racism in the 
absence of experimental manipulations, it is positively easy: in his 
conception, a zero-order correlation between race and a negative outcome, 
or a quasi-experiment that is in all respects pitifully rudimentary compared 
to those routinely conducted in behavioral genetics enables one to draw far-
ranging conclusions about the effects of racism in America. Kaplan’s 
epistemological double standard cannot be explained away by the fact that 
he only briefly and cursorily reviews research on racism in America. The 
studies he cites appear to be quite representative in terms of study designs 
that are prevalent in this area of research (cf., Pager & Shepherd, 2008). 
 Kaplan’s sweeping condemnation of American society as imbued by anti-
black racism is premature. Of course, he is not alone in making this error—
the conviction that racism has great explanatory power is widespread in 
certain sections of American society despite the distinct weaknesses of the 
evidence behind this conviction. The individual differences approach 
reflected in HM presents a necessary corrective to such beliefs about racism: 
psychological differences within and between races explain many outcome 
differences, indicating that accusations of racism against various institutions 
are often misplaced. Only after a thorough appraisal of the origins and 
significance of racial differences in socially valued traits can racism be 
allotted its proper role in understanding American society. Uncovering the 
etiology of the black-white IQ gap is particularly important, given IQ’s 
pervasive importance in modern society (Gottfredson, 2002). 
 

                                                        
 
effect would not be any more or less generalizable to Texas schools than a finding that the 
heritability of IQ in California is 80 percent would be generalizable to Texas. 
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3.3. The missing mechanisms 
 
The very existence of the “racialized environments” proposed by Kaplan is 
doubtful, but even if we accepted that potential X-factors of this type exist 
(or at least are perceived to exist by most blacks), Kaplan’s model would still 
be highly inadequate. This is because he does not offer any reason to believe 
that such factors would influence cognitive ability (of all traits).  
 Why would a security guard’s suspicious gaze at a store, a police officer’s 
gratuitous stop-and-frisk search, or a suspicion that a CV or an offer to 
purchase a house 7  was overlooked because of racial bias cause an 
individual’s IQ to plummet? Kaplan does not present even a hypothesized 
mechanism of how this could happen, let alone any evidence that it actually 
happens. Notably, he claims that his X-factors are very heterogeneous, with 
each section of the black community being affected to the same degree by 
partly different sets of X-factors. Thus we are to believe that there are 
numerous different X-factors that depress IQ scores in the same way, yet we 
know nothing about the actual mechanisms behind any of them. We do not 
even know if these X-factors are supposed to decrease IQ in a permanent 
manner (say, each stop-and-frisk lowers an individual’s IQ by 0.5 points for 
the rest of his or her life), or only temporarily (a black murderer on tv makes 
the viewer somewhat less intelligent for the next two weeks).  
 Nor does Kaplan’s model suggest any explanation for the familiality of the 
black decifit, that is, the fact that the IQs of black individuals are predictable 
from the IQs of their relatives with the same accuracy that obtains for white 
individuals (Jensen, 1998, pp. 447, 467–471). This familiality suggests that 
X-factors would have to be tightly linked to family background, while from 
Kaplan’s description they appear to be much more randomly distributed. 
Another problem is that Kaplan’s model assumes experiences of racism to be 
ubiquitous, whereas only 1.7 percent of today’s black adults report that they 
are frequently treated poorly because of their race. A slightly higher 
proportion of whites, 2.3 percent, report often receiving such treatment.8 
                                                        
7 The fact that blacks may end up living in lower-quality neighborhoods as a result of 
housing discrimination must in itself be regarded as a potential VE-factor rather than a 
potential X-factor, given that the characteristics of the neighborhoods where whites and 
blacks live surely vary and overlap. 
8 These results are from my analysis of Wave IV public-use data from the National 
Longitudinal Study of Adolescent Health: http://www.cpc.unc.edu/projects/addhealth. 
The sample is nationally representative and the participants were between 24 and 34 
years old in 2008–2009 when the Wave IV interviews were conducted. The variables used 
were H4MH28 (“In your day-to-day life, how often do you feel you have been treated with 
less respect or courtesy than other people?”) and H4MH29 (“What do you think was the 
main reason for these experiences?”). The cross-sectional grand sample weights for Wave 
IV (GSWGT4_2) were used in the analysis. 
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 Kaplan brings up stereotype threat (Steele & Aronson, 1995) as an 
example of a subtle environmental influence that can have a large effect on 
IQ scores, arguing that his X-factors could be similar in nature. However, 
stereotype threat is based on a causal theory of how anxiety about 
confirming a stereotype about intelligence hampers performance on 
intelligence tests. There is thus a direct and immediate link, supported by 
experimental evidence, between poor test performance and the proposed 
causal factor—something that certainly cannot be said of any of Kaplan’s far-
fetched propositions. Furthermore, if Kaplan’s X-factors were real, their 
influence on IQ would have to be, for reasons discussed later in this article, 
far more subtle than that of stereotype threat. 
 Kaplan’s X-factor model must be seen as a casual speculation rather than 
a well thought-out challenge to HM. It suffers from so many implausibilities 
and lacunae that it cannot provide a credible explanation of the black-white 
IQ gap. Nevertheless, the fundamentally vague and impressionistic (if not 
downright fantastical) character of the model will be disregarded in the 
following sections because it is instructive to examine why the simulations 
that Kaplan presents in support of his claims in fact provide no such support. 
 
4. The nature of the IQ gap 
 
Before discussing Kaplan’s simulations, a consideration of certain facts 
about the black-white gap is in order. While Kaplan seems to conceive of HM 
exclusively in terms of VE-factors and X-factors, this particular argument is 
in fact just one piece in the body of evidence supporting HM. There are 
equally or more interesting arguments that Kaplan completely ignores. 
 One of the most important discoveries made by Arthur Jensen in his 
research on the black-white IQ gap was the finding that its magnitude is not 
invariant across different tests but tracks their g loadings, or correlations 
with the latent general factor of intelligence. He devised the method of 
correlated vectors (MCV) to assess the strength of this association. In MCV 
analyses, a vector of g loadings from a test battery is correlated with a vector 
of the values of some other variable, such as the black-white gap on different 
tests. The MCV tests if the other variable’s association with test scores is 
driven by g or by other sources of variance that are orthogonal to g. 
Psychometrically, these other sources represent non-g factor variances, test 
specificities, and measurement error, but except for measurement error 
(which can be partialed out) the MCV usually cannot specify the nature of 
the non-g variance.  If the MCV correlation is large and positive, it indicates 
that the association between test scores and the other variable is primarily 
due to g. Conversely, a large negative MCV correlation indicates that the 
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association is driven by non-g sources of variance. If the MCV correlation is 
close to zero, the association between test scores and the other variable 
usually reflects some complex combination of influences that may involve 
both g and non-g components. In practice, MCV analyses are often subject to 
false positives and false negatives, and meta-analytic aggregation of MCV 
results is required for reliable inferences. 
 In a meta-analysis of 149 tests from 15 test batteries, Jensen found an 
average correlation of 0.63 between the magnitudes of black-white gaps and 
g loadings (Jensen, 1998, pp. 377–378).9 What this means is that the better a 
measure of the g factor a given cognitive test is, the greater the black-white 
gap on it usually is. The significance of this Jensen effect, as the positive MCV 
correlations between g loadings and other variables are called, is that such 
effects are otherwise only found for strongly genetically influenced 
biological variables.10 Specifically, the g loadings and heritability coefficients 
of tests have been found to be intercorrelated moderately to highly in many 
studies (te Nijenhuis et al., 2014b; Rushton & Jensen, 2010). Jensen effects 
have also been detected for correlations between test performance and 
inbreeding depression, heterosis, and head size (Jensen, 1998, p. 419), the 
last being a highly heritable characteristic (Smit et al., 2010) robustly 
associated with IQ (Rushton & Ankney, 2009). In contrast, strong “anti-
Jensen effects”, or negative MCV correlations between g loadings and other 
variables, have been reported for the environmentality coefficients of 
cognitive ability tests, that is, the complements of heritability coefficients 
(Rushton & Jensen, 2010); for the effects of retesting or practice on test 
performance (te Nijenhuis et al., 2007); and for the test score gains induced 
by the Head Start compensatory education programs (te Nijenhuis et al., 
2014a). Similarly, the observed increases in the cognitive test scores of 
many populations across much of the last 100 years (the Flynn effect) are 
correlated at –0.38 with the g loadings of the tests (te Nijenhuis and van der 
Flier, 2013).11 Notably, Flynn et al. (2014) found in a meta-analysis that 
“biological-environmental” effects, such as iodine deficiency and traumatic 
brain injury, have a strong negative influence on cognitive test performance, 

                                                        
9 Given that this correlation is necessarily attenuated by certain statistical artifacts, such as 
sampling errors in the selection of subjects and tests, the true correlation must be 
substantially higher (Jensen 1998, pp. 380–383). 
10 The discussion here concerns the domain of variables that are causally antecedent to 
test performance. Positive correlations have also been found between g loadings and 
outcomes influenced by cognitive ability, such as job performance (MacDaniel & Kepes, 
2012), but such Jensen effects are not considered here. 
11 Considering that the causal structure underlying IQ tests does not stay constant across 
generations, as discussed below, the significance of the anti-Jensen effect on generational 
IQ gains is unclear. 
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but that this effect is unrelated to g loadings (MCV correlation ~0). If the 
black-white IQ gap reflected environmental rather than genetic disparities, it 
would constitute a very unusual Jensen effect. 
 Research on Jensen effects indicates that g is mainly a genetic 
phenomenon, and that variables that are positively associated with g are 
biological variables that share genetic influences with g. This is underscored 
by the finding that the kinds of environmental effects, such as brain injuries, 
that directly affect the neurobiological substrate of cognition do not cause g-
linked cognitive changes. The principally genetic nature of g has also been 
supported in multivariate behavioral genetic analyses where genetic 
influences on different cognitive abilities have been found to be largely 
common rather than ability-specific (Plomin & Spinath, 2004; Trzaskowski 
et al., 2013b; see also Panizzon et al., 2014 where it was found that genetic 
correlations between different tests and abilities can be best explained in 
terms of a hierarchical g factor model). 
 Kaplan does not consider the g-saturated nature of black-white cognitive 
differences at all, despite this finding’s centrality to the debate. What this 
means is that his proposed explanation of the gap cannot account for the 
pattern of cognitive differences that is actually observed. It also means that 
his simulations, discussed in more detail below, are misspecified and, for 
this reason alone, do not provide evidence for or against any realistic model 
of racial differences. 
 It should be noted that one cannot nullify the importance of Jensen effects 
by simply denying the reality of the g factor as a source of cognitive 
differences. Regardless of the nature of g, environmental variables are 
differentially associated with g loadings than genetically saturated variables, 
and the black-white gap resembles genetic variables in this respect. Any 
alternative, non-g theory of intelligence must be capable of explaining why 
we see these consistent patterns of correlations between g factor loadings 
and other variables. 
 
5. Kaplan’s simulations  
 
Kaplan presents a series of simulations of the effects of his hypothesized 
racialized environments on the IQs of blacks. He claims that the simulations 
show that such effects would generally not be statistically detectable in any 
study with a realistic sample size. He concludes that racism against blacks is 
therefore a promising explanation of the IQ gap, and that HM is not viable.  
 Unfortunately, Kaplan’s simulations are psychometrically so flawed that 
they cannot provide evidence in favor of his model or against HM. The flaws 
can be summarized in the following three points: 
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1) The test for the equality of variances which Kaplan uses to test for 

the presence of X-factors cannot be used for that purpose. 
 

2) There are well-established ways to model intelligence differences 
and methods that can be used to search for X-factors in the 
framework of such models, but Kaplan ignores them.  

 
3) The simulations disregard the empirically observed pattern of 

correlations between g loadings and black-white cognitive 
differences. 

 
I will next discuss these three points in some detail. 
 
5.1. Unimportance of variance differences 
 
Kaplan uses Levene’s test for the equality of variances to investigate 
whether his simulated X-factors inflate IQ variances to a statistically 
significant extent. He finds that given realistic sample sizes, the increases in 
variances are not generally statistically significant. He regards this as the 
main finding of his study, and concludes that X-factors are therefore not 
generally detectable. This conclusion is completely unwarranted. 
 Given the abundance of data on black-white IQ differences, one could 
easily conduct a powerful meta-analysis of variance differences. For 
example, a 2001 meta-analysis of racial differences in general cognitive 
ability (Roth et al., 2001) had sample sizes in the millions, enabling very 
accurate estimation of population parameters. If the variances of black IQ 
scores were slightly but consistently higher than those of whites, a meta-
analysis would show it with a high degree of statistical reliability. As it 
happens, the variances of IQ scores in blacks are typically smaller than those 
of whites. Jensen (1998, p. 353) found that black standard deviations are 
usually in the range of 11–14 IQ points, with a mean of 12, compared to the 
white standard deviation of 15 points.12 This indicates that the outputs of 
Kaplan’s simulations do not even approximate actual IQ data. One of the 
peculiarities of his article is that he does not examine variance differences in 
any real-life data sets. 
 However, a more important reason why Kaplan’s simulation results do 
not support his conclusions is that differences in IQ variances could be due 

                                                        
12 However, this has not been universally found to be the case (e.g., Murray, 2007). It is 
conceivable that insufficient sampling of black individuals from the full range of ability or 
floor effects in tests have artificially lowered the variance of black IQ in many studies. 
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to other causes besides X-factors. Specifically, one group could be inherently 
more variable than another group on a given phenotype. For example, the 
pigmentation of hair and eyes varies in Europeans much more than in black 
Africans, reflecting the fact that the genetic mutations causing this 
phenotypic diversity in Europeans arose, or at least became selectively 
advantageous, long after the evolutionary divergence of African and non-
African lineages. Given that there is no a priori reason to expect different 
populations to have exactly the same “natural” IQ variances, Levene’s test, 
which assesses deviations from a null difference, cannot provide any useful 
evidence for or against the existence of environmental X-factors. The proper 
way to test for X-factors is discussed next. 
 
5.2. Abilities and tests 
 
The predominant view among psychometricians and the one that is adopted 
in this article is that individual differences in intelligence can be 
conceptualized in terms of a factor hierarchy with a third-level general 
factor (g), second-level broad ability factors, and first-level test-specific 
variation (Deary, 2012). Higher-level sources of variation exert a causal 
influence on the lower levels of the hierarchy. Observed test scores, whether 
they be full- or subscale scores, subtest scores, or item scores, are regarded 
as reflections of the latent abilities that underlie performance on all 
cognitive tasks.13 
 The distinction between abilities and test scores is completely ignored by 
Kaplan. His simulated X-factors directly influence observed, full scale IQ 
scores (see Figure 1 above). However, full scale IQ scores are typically 
composites of scores on different tests. The fact that any causal influence on 
test performance is almost inevitably differentially associated with different 
tests and abilities offers rich possibilities for testing for group differences in 
causal processes. There are standard methods for doing such analyses. In 
contrast, Kaplan’s simulations are based on manipulating single test scores, 
are focused on uninformative variance differences, and are not grounded in 
any realistic model of intelligence. This means that they tell us nothing about 
how difficult or easy it is to detect X-factors. 
 
 
                                                        
13 There are alternatives to the reflective hierarchical factor models considered in this 
article. For example, g could be regarded as a non-causal formative factor (van der Maas et 
al., 2014). However, regardless of how one conceptualizes intelligence, a proper test for X-
factors will have to consider covariance (and mean) structures rather than just variances 
like Kaplan does. Moreover, any alternative intelligence model must be able to account for 
well-established empirical findings, such as the Jensen effects discussed previously. 
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5.2.1. Measurement invariance 
 
A proper test of Kaplan’s model would involve the specification of a causal 
model for test score differences where X-factors would influence observed 
test scores in blacks alongside underlying abilities, whereas in whites only 
the underlying abilities (and unique variances14) would influence test 
performance. The plausibility of such a model could then be investigated 
through an analysis of measurement invariance in the framework of 
multiple-group confirmatory factor analysis. The analysis would examine 
whether simulated variance-covariance matrices and mean structures 
produced by the X-factor model could be statistically distinguished from 
those produced by the same model without X-factors. The X-factor-free 
white model and the black X-factor model are depicted in Figures 2a and 2b, 
respectively.15 

 
 
Figure 2a. Model for white test scores. The squares represent different cognitive tests, 
while the ellipses are latent ability constructs that, except for g, are unspecified here but 
could represent verbal, fluid, and spatial abilities, and short-term memory, for example. 
Residual variances are not shown but are assumed to be uncorrelated. The letters a–g are 
selected factor loadings. 
 

                                                        
14 Unique (residual) variances are influences on observed test scores that are independent 
of the ability factors. They comprise random measurement error and narrow abilities that 
are specific to a particular test. In hierarchical factor models, the lower-level factors have 
residuals, too, representing factor variance that is independent of the higher-level 
factor(s). 
15 Kaplan alternates the number of X-factors and their variances in his simulations, but 
such details are unimportant here because his simulations lack evidential value and a 
proper test of Kaplan’s model cannot presently be conducted, as explained in the main 
text. 
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Figure 2b. X-factor model for black test scores. Various X-factors, conceptualized as latent 
variables, influence test scores alongside ability constructs. Residual variances are not 
shown but are assumed to be uncorrelated. The letters a–i are selected factor loadings. 
 
The test for measurement invariance that could be performed on the 
simulated variances, covariances, and means produced by the white and 
black models would essentially be a test of whether it is statistically 
plausible that the black test scores that were actually produced by the X-
factor model could as well have been produced by the white model. 
Assuming that the white model shows an adequate fit to the data generated 
by the X-factor model in a single-group confirmatory factor analysis (if it 
does not, the X-factors have already been detected and the analysis can end), 
we can proceed to a multiple-group analysis, in which the following four 
conditions are examined (Brown, 2006, pp. 269–270): 
 

1) Equal form. Across the two groups, the number of latent factors 
must be the same, and the same tests must load on the same 
factors. This condition will necessarily be true if the white model 
fits the data produced by the X-factor model in a single-group 
analysis, but the equal form condition of the multiple-group 
analysis serves as a baseline model for the next step of the analysis.  
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2) Equal factor loadings. The loadings (or regression slopes16) of the 
tests on the factors must be equal across groups, that is, a change in 
the level of a factor must be associated with similarly-sized changes 
in the levels of the associated tests in both groups. 

 
3) Equal intercepts. When the tests are regressed on their respective 

factors, the intercepts must be equal across groups. This 
guarantees that any differences in the means of the tests can be 
attributed to differences in the means of the factors. If the 
intercepts are unequal, it indicates that group differences in test 
means are not due to group differences in the underlying abilities. 

 
4) Equal residuals. The magnitudes of the residual (unique) variances 

of the tests must be equal across groups. This ensures that any 
variance differences in the tests can be attributed to the latent 
factors.17 

 
The plausibility of these four conditions is tested by sequentially introducing 
additional cross-group equality constraints on the model and examining 
whether the fit of the model deteriorates. If all the relevant parameters can 
be constrained to be equal across groups without a significant deterioration 
in model fit (compared to if the parameters were freely estimated for both 
groups), then strict measurement invariance holds across groups.18 Strict 
invariance indicates that test score differences between groups can be fully 
attributed to the same underlying abilities that cause differences within 
groups (Lubke et al., 2003). 
 It is easy to see how Kaplan’s X-factors could violate measurement 
invariance. For example, in terms of factor loadings a–i shown in Figures 2a 
and 2b, the model-implied correlation between tests #4 and #5, calculated 

                                                        
16 Factor analysis can be thought of as a type of linear regression analysis where observed 
test scores are regressed on latent factors. 
17 Constraining residual variances to be equal is often considered to be an overly 
restrictive and unrealistic requirement, and this test is not always performed in analyses 
of measurement invariance (Brown, 2006, p. 290). However, residuals have previously 
been analyzed in the context of the white-black IQ gap (e.g., Lubke et al., 2003), and testing 
for their equality may be particularly informative when searching for X-factors. However, 
if it was found that the residual variances were the only non-invariant parameters in an 
analysis of X-factors, that should probably not be regarded as a disconfirmation of 
Kaplan’s model. 
18 Given that we are dealing with a hierarchical model, the invariance tests must be 
performed also on the higher-order part of the model so as to as ascertain that the 
relations between the g factor and other factors are similar across groups. See Chen et al. 
(2005). 
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using path tracing rules, is abcd in the white model and abcd + hi in the black 
model.19 Because the measurement invariance model assumes that the black 
data can be explained using the parameters of the white model, the only way 
to account for the increased correlation (i.e., the term hi) between tests #4 
and #5 in blacks is to make one or more of the factor loadings a–d larger. 
This jeopardizes measurement invariance because equal loadings across 
groups is one of its requirements. Constraining the loadings to values 
between the optimal white and black ones may well lead only to a non-
significant deterioration in model fit if just a few loadings are modestly 
affected. But as the X-factors introduce a large number of new dependencies 
between tests, many loadings will be affected, some strongly, making factor 
loading invariance difficult to achieve. 
 Another example of how X-factors can violate measurement invariance 
concerns the invariance model’s assumption that group differences in the 
means of the tests can be explained by group differences in the means of the 
latent factors. This necessitates that test score gaps be collinear with factor 
loadings that are constrained to be equal across groups, that is, the size of 
group differences on different tests must be consistent with the size of the 
group-invariant factor loadings of those tests (Wicherts & Dolan, 2010). For 
example, the size of the black-white gaps on tests #5, #6, #7, and #8 in 
Figures 2a and 2b must be fully predictable from the size of the factor 
loadings d, e, f, and g. This is tested by constraining the intercepts of the tests 
to be equal across groups, and examining whether the requirement to 
reproduce the mean differences in the tests from factor means leads to a 
deterioration in model fit compared to a model without this constraint. 
From Figure 2b it is apparent that multiple X-factors exert negative 
influences on the means of the tests in blacks in a way that is completely 
unrelated to the loadings of the tests on the ability factors. Therefore, X-
factors tend to change the pattern of black-white gaps on different tests so 
that the gaps are no longer predictable from ability factor loadings, leading 
to non-invariant intercepts across groups. 
 If the tests for measurement invariance showed (across many iterations) 
that the black and white models of intelligence produce significantly 
different variance-covariance matrices and mean structures, this would 
indicate that the invariance tests successfully detect the existence of X-
factors. If, on the other hand, there were no significant differences between 
the black and white matrices and mean structures, we would conclude that 
the method is not sensitive enough to detect X-factors. Unfortunately, 
Kaplan’s model is psychometrically very underdeveloped, providing no 
                                                        
19 For simplicity’s sake, the example uses standardized regression weights (correlations) 
even though an actual invariance analysis would use unstandardized parameter values. 
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information on how his X-factors would influence performance on different 
kinds of tests. Why is the black-white gap greatly attenuated on tests of 
short-term memory and perceptual speed, while it is particularly large on 
tests of general knowledge and abstract reasoning? Kaplan provides no 
explanation. Jensen explained such findings by reference to the varying g-
loadings of cognitive tests, showing that controlling for the influence of g 
eliminates the vast majority of cognitive differences between the two 
races.20 Given the lack of information on how Kaplan’s X-factors would 
influence different tests, it is not currently possible to analyze if they could 
be detected using the procedure just described.  
 It has been repeatedly shown that black-white differences on IQ test 
batteries satisfy the requirements of measurement invariance (Dolan, 2000; 
Dolan & Hamaker, 2001; Lubke et al., 2003; Trundt, 2013). This indicates 
that the same latent abilities that explain test score differences within each 
race also explain the observed interracial IQ gap. The fact that statistical 
signals of race-specific X-factors are not empirically observed in the 
literature on IQ measurement invariance strongly suggests that Kaplan’s 
model is a non-starter. He could, of course, aver that his X-factors are so 
subtle that they would not violate measurement invariance, but he has not 
tested this claim and it cannot presently be tested given the sketchy nature 
of his model. 
 
5.2.2. Stereotype threat 
 
However, we can get a good idea of whether a properly specified X-factor 
model would pass a test of measurement invariance by examining whether 
environmental factors known to influence test scores pass this test. In 
particular, Kaplan identifies stereotype threat (Steele & Aronson, 1995) as 
an influence analogous to his X-factors. Wicherts et al. (2005) found that the 
presence of experimentally induced stereotype threat led to measurement 
non-invariance between the experimental and control groups. The non-
invariance was easy to detect in a multiple-group confirmatory factor 
analysis even when sample sizes were modest (N<100). 
 As Sackett et al. (2004) point out, when stereotype threat was absent in 
the control condition of Steele and Aronson’s study, the IQs of the black and 
white college students participating in the experiment were what one would 
have expected them to be on the basis of their prior SAT scores. This 
indicates that rather than causing the black-white IQ gap, stereotype threat 

                                                        
20 There are some reliable black-white ability differences independently of g (e.g., Jensen & 
Reynolds, 1982), but these are very minor compared to the general differences associated 
with g. 
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widens a pre-existing gap that is persistently observed regardless of social 
context. Stereotype threat appears to be no more than yet another curiosity 
of the psychological laboratory without real-world implications (Lee, 2009). 
Given the assumed similarity of stereotype threat and Kaplan’s X-factors, we 
would expect the latter to cause measurement non-invariance, too, 
something that has not been observed in analyses of white and black test 
scores in non-experimental settings. This strongly suggests that Kaplan’s X-
factors are non-existent. 
 
5.2.3. Flynn effect 
 
Kaplan believes that the Flynn effect presents another environmental 
influence supporting his thesis. He claims that there is “no evidence of an 
increase in overall variance, nor in the association with other variables, 
associated with the increase in IQ scores within particularly populations 
over time.” It is true that the Flynn effect is not associated with increased 
test score variances, underlining the inadequacy of Kaplan's variance 
difference tests as a way to discover environmental influences. However, it 
is not true that more appropriate methods fail to detect the Flynn effect. 
 When tests of measurement invariance, described above, and analogous 
differential item functioning tests have been applied to IQ data from 
different age cohorts, it has consistently been found that measurement 
invariance between cohorts is untenable (Wicherts et al., 2004; Beaujean & 
Osterlind, 2008; Must et al., 2009; Wai & Putallaz, 2011; Shiu et al., 2013; 
Pietschnig et al., 2013; Fox & Mitchum, 2013, 2014; Beaujean & Sheng, 
2014). As Wicherts et al. (2004) point out, the fact that black-white IQ 
differences are associated with measurement invariance while the Flynn 
effect is not indicates that the two phenomena are separate, and that one of 
them does not tell us anything about the other. Consistently with this 
finding, Ang et al. (2010) found that the magnitude of the Flynn effect does 
not differ between races. The environmental improvements underlying the 
Flynn effect have reached blacks and whites equally, suggesting that the 
environmental factors influencing cognitive development are highly similar 
in the two races. 
 Contrary to what Kaplan believes, the Flynn effect is easy to identify with 
standard psychometric methods and ordinary sample sizes. If he wants to 
maintain that his racial X-factors would not be detectable with the same 
methods, he must modify his thesis and argue that the influence of his X-
factors is uniquely subtle and completely different in character from known 
environmental influences such as the Flynn effect. 
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5.2.4. Rowe and colleagues’ findings 
 
One of the principal targets of Kaplan’s article are two studies by David 
Rowe and colleagues (1994, 1995). These studies investigated variance-
covariance and correlation matrices of “environmental” influences (e.g., 
quality of child’s home environment, mother’s education, and parents’ 
school involvement) and outcome variables (e.g., IQ, self-esteem, and 
delinquency) across different races and ethnic groups. This study design 
where the equality of matrices is directly compared represents a model-free 
analogue to the model-based analyses of measurement invariance discussed 
above (although mean vectors were not examined by Rowe et al.). While the 
model-based analyses examine the statistical structure of individual 
differences in IQ test performance, Rowe and colleagues extended the same 
logic to an analysis of a wide range of variables beyond tests. Both methods 
rely on the insight that the effects of X-factors will not be limited to a specific 
variable, but rather will ramify across a whole network of related variables, 
reorganizing their mutual relations in a way that can be detected with 
statistical techniques. X-factors are expected to cause differences especially 
in the covariances (or correlations) of observed variables across groups.  
 Kaplan’s model assumes that “racialized environments” simultaneously 
reduce IQ and make the environmental circumstances of blacks worse, 
which should show up as increases in the covariances between IQ and 
measured environmental factors. Similarly, one would expect Kaplan’s X-
factors, if they exist, to negatively influence not only the IQs of black 
children, but also their self-esteem and aspirations, increasing the 
associations between these variables. In contrast, there is no way to say if 
the variance of IQ scores, which is the only statistic that Kaplan is interested 
in, should be lower, the same, or higher in blacks due to the influence of X-
factors, given that we do not know what the variance would be without the 
putative influence of the X-factors. 
 Rowe and colleagues found the many matrices of environmental and 
outcome variables that they analyzed to be statistically indistinguishable 
across groups. Therefore, there appear to be no group-specific sources of 
developmental differences, or X-factors. This corroborates the consistent 
finding of measurement invariance between races in confirmatory factor 
analyses of IQ batteries. Group differences in the mean level of IQ can be 
attributed to differences in developmental antecedents that are common to 
all groups. 
 Therefore, black individuals tend to have low IQ scores for the very same 
reasons that (a smaller proportion of) white individuals have low IQ scores. 
These reasons plausibly include genetic differences, but if group differences 
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are to be explained in completely non-genetic terms, then the causes must 
be VE-type factors: the IQ-decreasing environments experienced by most 
blacks have to be similar to those experienced only by disadvantaged whites. 
However, as discussed above, the available empirical evidence argues 
strongly against the existence of such VE-factors. The task of the non-
hereditarian is further complicated by the fact that genetic and 
environmental factors show differential associations with different cognitive 
ability parameters, and black IQ deficits closely resemble genetic influences 
in this respect. 
 
5.3. Can X-factors influence g? 
 
The prospect of Kaplan’s X-factors not being detected in an analysis of 
measurement invariance is very poor. This is because they present an 
influence on test scores that is orthogonal to the influence exerted by latent 
factors, whereas black-white cognitive differences can in fact be attributed 
to latent factors. In particular, black-white differences on cognitive tests are 
positively correlated with the g loadings of the tests, and can be mostly 
explained by a racial difference in the mean level of g. Kaplan’s model cannot 
account for the observed pattern of g-linked differences. 
 However, there is a theoretical possibility of X-factors causing g-linked 
black-white gaps and not violating measurement invariance. That would 
happen if the X-factors directly influenced g, with their effect on observed 
test scores fully mediated by latent abilities. This would ensure that the X-
factor-induced racial gaps could be attributed to the latent abilities (i.e., 
measurement invariance), and that the gaps would be correlated with g 
loadings (because X-factors would explain some of the variance in g). A 
model like this is depicted in Figure 3. 
 Is it plausible that X-factors would exclusively and directly influence g? As 
discussed earlier, it has consistently been found that environmental 
influences on test performance are negatively or not at all associated with g 
loadings, whereas genetic influences are associated strongly and positively 
with g loadings. Unless the nature of the racial X-factors is completely 
unique in the domain of environmental influences, they would not cause g-
linked gaps. Furthermore, as we have seen, the environmental factors that 
Kaplan offers as analogues to his X-factors do not cause test score gaps that 
can be attributed to latent abilities—this is true of both the stable, trait-like 
gaps associated with the Flynn effect, and the ephemeral, state-like gaps 
associated with stereotype threat. 
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Figure 3. A model where X-factors influence g directly and test scores indirectly. Residual 
variances are not shown. 
 
While g is overwhelmingly a genetic phenomenon, there are nevertheless 
some non-genetic influences on it. For example, Panizzon et al. (2014) found 
that in a large sample of middle-aged male twins the heritability of the latent 
g factor was 86 percent, with 14 percent accounted for by the non-shared 
environment. Could X-factors be included in that 14 percent? As discussed 
above, no environmental factors directly affecting g have been identified, 
suggesting that environmental influences on g may not have anything to do 
with aspects of the social environment but rather that they may consist of 
random, noise-like influences affecting individual development regardless of 
external circumstances (Kan et al., 2010). Kaplan posits that there is a large 
number of environmental X-factors, many of them affecting only certain 
subgroups of blacks, so to assume that all these X-factors would have the 
same, laser-like focus on g, completely unlike how all known environmental 
factors influence test scores, makes this model so implausible as to leave it 
devoid of interest. 
 
7. Non-cognitive differences between blacks and whites 
 
Kaplan’s model of the IQ gap presupposes that the daily lives of African 
Americans are saturated with racially motivated insults and humiliations 
that inflict serious psychological trauma on them. The nature of these 
negative experiences is such that one would expect them to have their most 
direct and most profound effects on non-cognitive rather than cognitive 
characteristics. If Kaplan had presented his model as an explanation of racial 
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differences in the prevalence of some psychiatric disorder rather than in the 
mean level of IQ, it would have had some prior plausibility, given the well-
established link between stressful life events and mental disorders (e.g., 
Hammen, 2005). “Racialized environments” would be expected to 
discourage blacks in their pursuits, lower their self-esteem, and lead to a 
high prevalence of mood disorders such as depression and social phobia 
among them. It is difficult to imagine why the emotional well-being, 
motivation, and self-concept of blacks would not suffer from the same 
experiences that supposedly greatly harm their cognitive abilities. 
Therefore, one would expect that if Kaplan’s model were correct, measures 
of relevant non-cognitive characteristics would show even larger white-
black gaps than the ones seen on tests of cognitive ability.  
 Table 1 lists variables related to emotional well-being, self-confidence, 
and optimism, broadly construed, with the gaps between whites and blacks 
on these variables reported in terms of Cohen’s d. The data are from various 
meta-analyses and large, nationally representative studies, as indicated in 
the table. They are coded in such a way that a positive (>0.00) gap always 
indicates that, on the average, blacks are better off on the particular variable 
than whites, while a negative (<0.00) gap indicates that whites are, on the 
average, better off. For example, the self-esteem gap of +0.19 means that 
blacks tend to have higher self-esteem, and the panic disorder gap of +0.28 
means that the disorder is more common in whites, while the bipolar 
disorder gap of –0.10 indicates that this disorder is more common in blacks. 
For comparative purposes, the black-white IQ gap is also presented in the 
table.  
 Two things are immediately evident from Table 1. Firstly, there are no 
racial differences in the non-cognitive variables that could be characterized 
as large or even medium-sized in terms of Cohen’s (1988) taxonomy of 
effect sizes. The differences are small to very small, providing a stark 
contrast to the IQ gap which stands at d = –1.10, representing a very large 
effect. Secondly, blacks appear to suffer from many psychiatric disorders 
somewhat less frequently than whites, and they generally have at least as 
optimistic and confident an outlook on life as whites.  
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Table 1. Racial differences in emotional well-being, aspirations, and IQ. 

Variable Black-white  
difference (d) Reference Notes 

Self-esteem 0.19 

Twenge & 
Crocker 
(2002) Meta-analysis, K=354 

Positive affect 0.05 
original 
analysis 

Analysis of public-use data from 
Wave IV of the Add Health study; 
representative national sample, 
ages 24–34; positive affect 
operationalized as in De Neve & 
Oswald (2012); variables used: 
H4MH20, H4MH24, H4MH25, and 
GSWGT4_2 (weights) 

Educational 
aspirations –0.01 

Mau & Bikos 
(2000) 

Representative national sample of 
adolescents and young adults 
(males and females pooled) 

Occupational 
aspirations 0.00 ” ” 

Panic disorder 0.28 
Breslau, et al. 
(2006) 

Representative national sample, 
odds ratio for lifetime risk 
converted to d 

Generalized 
anxiety disorder 0.28 ” ” 
Social phobia 0.12 ” ” 
Post-traumatic 
stress disorder 0.00 ” ” 
Bipolar disorder –0.10 ” ” 

Dysthymic 
disorder –0.13 

Riolo et al. 
(2005) 

Representative national sample, 
age 15–40, unadjusted odds ratio 
converted to d 

Major 
depressive 
disorder 0.27 ” ” 
Female body 
dissatisfaction 0.33 

Roberts et al. 
(2006) 

Meta-analysis of “global” body 
dissatisfaction, K=38 

Suicidal 
thoughts or 
attempts 0.15 

Blum et al. 
(2000) 

Representative national sample of 
7th to 12th graders, odds ratio 
converted to d 

 
 
 
Suicide rate 0.43 

Williams &  
Jackson 
(2005) 

Death from suicide in 2000, 
National Center for Health 
Statistics data, odds ratio 
converted to d 

IQ –1.10 
Roth et al. 
(2001) 

Meta-analysis of racial differences 
in general cognitive ability, K=105 

Note: When d > 0.00, blacks are better off than whites. 
 



 32 

 
Several objections can be presented against these results. It is possible that 
due to lack of access to health care, blacks are underdiagnosed with respect 
to the disorders examined here. Similarly, the self-report measures used 
could reflect a greater tendency towards socially desirable responding in 
blacks, and black suicides may remain unidentified more often than white 
ones. However, the reported gaps generally favor blacks, and if the true 
effect sizes really had the opposite sign and were large, the bias in the 
measures used would have to be implausibly pervasive. For example, if the 
real gap in social phobia, obscured by underdiagnosis, were –1.10 (favoring 
whites), instead of the actually observed gap of 0.12 (favoring blacks), it 
would mean that the real lifetime prevalence of the disorder is more than 50 
percent in blacks, compared to the observed prevalence of 10.8 percent, 
assuming that there is no underdiagnosis at all in whites whose observed 
lifetime prevalence is 12.6 percent. We can safely conclude that the basic 
pattern of results shown in Table 1 does not stem from measurement bias. 
 Another objection might be that the levels of emotional well-being and 
self-esteem in blacks as compared to whites could be inherently higher (for 
genetic or cultural reasons), so that even very traumatic experiences would 
not altogether eliminate the black advantage. However, this explanation is 
entirely ad hoc and without evidentiary basis, and it is contrary to the tenor 
of Kaplan’s argument (so he would probably not endorse it).21 An even less 
promising conjecture to explain the results in Table 1 is that racism has 
beneficial effects on blacks, making them strive more to prove themselves 
and providing protection against mental ailments, while simultaneously 
causing large cognitive and academic deficits in them. 
 All in all, these results present a strong disconfirmation of Kaplan’s model, 
corroborating the psychometric evidence against the model presented in 
previous sections. The personal characteristics that one would expect to be 
most directly and potently affected by the kind of chronically racially biased 
society that Kaplan describes are in fact generally not affected at all. On the 
contrary, the data show African Americans to be at least as well-adjusted as 
whites. Black Americans appear to possess a great deal of confidence in their 
abilities and a very optimistic attitude to life, as exemplified by the fact that 
the educational and occupational aspirations of black adolescents and young 
adults are virtually identical to those of their white peers, in spite of the 
large white advantage in academic performance.22 Kaplan’s portrayal of 

                                                        
21 I would argue that the differences presented in Table 1 may reflect both genetic and 
environmental causes, but that they are unlikely to have anything to do with racism. 
22 Mello (2009) found that the educational and occupational aspirations of blacks are in 
fact consistently higher than those of whites.  The difference to Mau & Bikos (2000), 
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black Americans as psychologically traumatized victims of a racist society is 
bluntly contradicted by these findings. 
 
8. How to test HM 
 
Kaplan argues that HM is not a testable scientific proposition. This claim is 
mistaken. As previously noted by Rowe (2005), Murray (2005), Rushton & 
Jensen (2005, p. 262), and Lee (2009), among others, one of the appealing 
features of HM is that there exists an experimentum crucis whose outcome 
could settle the issue once and for all. This natural experiment is fully 
feasible using current technology. 
 The study design would exploit the fact that African Americans are an 
admixed population with a major West African and a smaller European 
element, while white Americans are almost exclusively descended from 
European immigrants (Lao et al., 2010). On the average, the ancestry of 
black Americans is approximately 80 percent African and 20 percent 
European, but, crucially, these percentages vary considerably across 
individuals—the standard deviation is about 12 percentage points (Bhatia et 
al., 2013). Modern genomic methods using ancestrally informative markers 
enable the accurate partition of an individual’s ancestry into African, 
European, and other ancestral components (Kosoy et al., 2009). Because 
genetic influence on IQ mostly reflects the additive effects of up to thousands 
of genes (Davies et al., 2011), HM predicts that there is a strongly positive 
and linear relation between IQ and the extent of white ancestry in African 
Americans. In other words, a greater amount of white admixture is assumed 
to bring with it a more advantageous mix of alleles influencing IQ.  
 Therefore, one only needs to recruit a large, representative sample of 
black Americans and obtain from each of them a valid IQ score and a DNA-
based estimate of European admixture. If HM is correct, there should be a 
strong correlation between white ancestry and IQ. To ensure that any 
possible association is not driven by correlations between ancestry and 
physical appearance, appropriate covariates (e.g., skin color) can be used in 
the analysis. The most direct and powerful way of ruling out the influence of 
confounding variables would be to use a sibling fixed effects design where IQ 
and ancestry are investigated within sibling pairs. 
                                                        
 
whose results are presented in Table 1, probably reflects the fact that Mello used more 
comprehensive measures of aspirations than Mau and Bikos. Mello’s results were not 
included in Table 1 because appropriate d values cannot be straightforwardly calculated 
from her paper. The discrepancy between aspirations and achievement among blacks is a 
well-established and long-standing phenomenon, often called the attitude-achievement 
paradox (Downey et al., 2009). 
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 This admixture design has been frequently used in biomedical research. 
The degree of African ancestry has been found to be associated with, for 
example, preterm birth (Tsai et al., 2011), osteoporosis (Chen et al., 2011), 
body mass index (Nassir et al., 2012), diabetes (Cheng et al., 2012), asthma 
(Flores et al., 2012), and hypertension (Kosoy et al., 2012). Of greater 
interest to the present discussion is the finding that African ancestry is 
negatively correlated with educational and occupational attainment and 
family income in black Americans (Cheng et al., 2012, Table S2). This finding 
greatly complicates theories that attribute the black-white IQ gap to social 
class differences. 
 The feasibility of admixture analysis means, at the very least, that HM is 
falsifiable. If no correlation between IQ and ancestry were found in African 
Americans, HM would have to be rejected, and a redoubled effort at 
identifying environmental causes of racial differences could commence. In 
contrast, if white ancestry were found to be strongly associated with greater 
IQ, it would provide very powerful evidence in favor of HM, but I would 
expect that many committed anti-hereditarians would still not accept HM. 
Even so, a high correlation between ancestry and IQ would necessarily 
greatly constrain many proposed models of environmental causation. For 
example, Kaplan’s theory of racialized environments would have to be 
modified to accommodate the notion that the effects of racism on IQ are 
heavily moderated by largely cryptic differences in ancestry. Considering 
that few black Americans have knowledge of their precise ancestry, it would 
be very challenging to explain high IQ-ancestry correlations in purely social 
terms.   
 Thus, contrary to Kaplan’s claim that “given the actual state of the world 
there is no way to generate any reasonably strong evidence in favor of the 
hereditarian hypothesis”, HM is an eminently testable scientific model. In 
contrast, the non-hereditarian explanation of the black-white IQ gap is 
essentially unfalsifiable because even in the face of overwhelming evidence 
in favor of HM, it is always possible to postulate that some exotic and 
imperceptible environmental influence is to blame for the gap.23 
 
9. Discussion 
 
James Flynn has criticized researchers for assuming that racism is a magical 
ambient force rather than one whose possible effects are manifested 
through such ordinary mechanisms as poverty and poor self-esteem. Kaplan 
                                                        
23 Kaplan’s suggestion that transgenerational epigenetic influences may be implicated in 
the black-white gap is an example of the kind of wildly implausible mechanism that can 
posited to save the non-hereditarian model from falsification. 



 35 

rejects this argument. Indeed, Kaplan’s racial X-factors resemble nothing so 
much as magic. He presents no evidence for the hypothesis that what he 
calls racialized environments have an effect on IQ, and his evidence for the 
very existence of these environments is very weak. Nevertheless, his model 
presupposes that such environments, no matter how heterogeneous, act like 
magic bullets, causing large, g-linked cognitive deficits in blacks from all 
backgrounds while miraculously bypassing all the brain systems that 
mediate emotional and motivational processes. Furthermore, the racial X-
factors do all this in such a subtle way that no statistical signals of their 
presence can ever be observed, making racism a causal force completely 
unlike all known environmental influences on IQ scores. The essentially 
occult powers that Kaplan attributes to white racism take his arguments 
beyond the bounds of science. 
 A fundamental flaw in Kaplan’s thesis is that of the many lines of evidence 
presented by hereditarians, he considers only one, Jensen’s binary of VE-
factors and X-factors. Thinking that he has refuted this particular argument, 
Kaplan concludes that HM as a whole is untenable. However, HM consists of 
a large body of interlocking theoretical arguments and pieces of empirical 
evidence (not all of which have been explicitly considered in this article) 
which should not be investigated in isolation from each other. Postulating X-
factors to explain the IQ gap is an empty exercise unless one shows that such 
factors fit the totality of evidence. Because Kaplan fails to consider all the 
relevant facts, his X-factor model could be correct only if a long list of 
assumptions that he leaves unstated and unexplored were correct. When 
those assumptions are spelled out, the model’s fatal flaws come into view. 
 The fact that Kaplan’s proposed X-factors turn out to be very elusive upon 
closer inspection attests to the wisdom of Jensen’s argument about the non-
existence of X-factors in general. Considering that Kaplan is an associate 
professor of philosophy, another lesson that might be drawn from his very 
confidently presented yet completely unsuccessful challenge to HM is that a 
philosophical education alone is without value in a scientific dispute. A good 
command of the theories, methods, and evidence pertinent to the particular 
area of research is necessary for making useful scientific contributions. 
 Kaplan attacks HM on rather general grounds and appears to be largely 
ignorant of the extensive network of evidence that makes HM such a 
compelling model. In particular, the psychometric aspects of Kaplan’s model 
are so underdeveloped that it cannot be properly tested by simulation, but 
he nevertheless thinks that his simulations provide strong evidence against 
HM. If a properly elaborated version of Kaplan’s simulation model were put 
to test in a multiple-group confirmatory factor analysis framework, the 
chances of his X-factors going undetected would be very small.  
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 Kaplan is also oblivious to the fact that, perhaps uniquely among all the 
long-running disputes in social science, a definitive empirical resolution to 
the black-white IQ controversy is within the reach of contemporary science. 
The strong causal implications of DNA-based admixture studies have been 
frequently discussed in the literature, and the ability gap between blacks 
and whites is widely recognized as one of the most significant social 
problems in America (Jencks & Phillips, 1998; Paige & Witty, 2010; Giles, 
2011). That there nevertheless has been no rush to use genomic methods to 
clarify the etiology of the gap testifies to the taboo nature of the hereditarian 
model.24 However, continuous progress is being made in elucidating the 
molecular genetic basis of intelligence (Rietveld et al., 2013; Ward et al., 
2014), so we will eventually find the answer anyway. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                        
24 Charles Murray once tried to launch a “bipartisan” effort to investigate the black-white 
gap with genomic admixture methods, inviting researchers associated with the 
hereditarian and the non-hereditarian “camps” to design and conduct such a study 
together, but the project fell through because the non-hereditarians were unwilling to 
pursue this line of research. See: https://groups.yahoo.com/neo/groups/evolutionary-
psychology/conversations/messages/38171. 
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